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Idea: Use the “representation technique” (Howgrave-Graham and Joux, 2010)
Let £1 = {etHT |wi(e1) = %} and Lo = {s+ exHT | wi(ep) = %}
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Improved Birthday Decoding
Idea: Use the “representation technique” (Howgrave-Graham and Joux, 2010)
Let £1 = {etHT |wi(e1) = %} and Lo = {s+ exHT | wi(ep) = %}
Each e € CSD(H, s, w) “represented” (W"‘/’z) times as e = e; + e, with
etHT = s+ eHT € £1N Lo
We may decimate £1 and L, while keeping the solutions in £1 N Lo
For any binary vector, let ¢,(x) denote the last r bits of x, we define
Ly(r) = {etH™ | wt(er) = %, ¢r(e1H) = 0}
,Cg {S+62HT | Wt(eg) = 2,¢r(5+62HT) 0}
Claim: if 2" = (,7,) then any e € CSD(H, s, w) is
“represented in L1(r) N Lo(r)” with probability > 1/2
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Improved Birthday Decoding — Algorithm

Hl/
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Improved Birthday Decoding — Algorithm

for all ey €/CSD(H',0, w/2)|
X < eyH'T ; Tx] < T[x] U {eq}

Hl/

H/

(wja) + —or—

first recursive call to CSD ( 72)
w

solved by birthday decoding with complexity (W’/’Z) + 5



Improved Birthday Decoding — Algorithm

for all ey € CSD(H',0,w/2)
x < etH"T ; T[x] « T[X]U {e} H"

for all e, € CSD(H', s, w/2)| " r:I H'
X<+ s+ eH'T

FARR A

second recursive call to CSD ( f} )
w/2

solved with birthday decoding with complexity /(,,,) + T




Improved Birthday Decoding — Algorithm

for all ey € CSD(H',0,w/2)
X etH'T; T[x] « T[x]U {e} o H"
for all e; € CSD(H',s',w/2) N p
X S+ eH'T rI H
for all ey € T[x] (n) (n)
I+ Tu{(er,e2)} (w’}z) + V;/rz - (WI}2) + V;/rz

Keep the syndromes matching on the first n — k — r bits
n
w/2

2f

1 .
There are <( >> k=7 such syndromes and as many solutions
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Improved Birthday Decoding — Algorithm

for all ey € CSD(H',0,w/2)

X < etH'T; T[x] + T[x]u {e}
for all e; € CSD(H', s',w/2)

X S+ eH'T

for all ey € T[X]

I+ 1U{(es,e2)} n
return 7 (W/2) -

H =

Hl/

]

W

(W?Z) (WI}2) :

or + 2n—k+r

column operations
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for all ey € CSD(H',0,w/2)
X < etH'T; T[x] + T[x]U {e} o H"
for all e; € CSD(H',s',w/2) N ;
X S+ eH'T rI H
for all ey € T[X] (") (o )2
w/2 w/2 .
returnIl'<_ Tui(er &)} (w)2) 2/r + 2n_/k+r column operations
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Improved Birthday Decoding — Algorithm

for all ey € CSD(H',0,w/2)

X < eyH'T ; T[x] < T[x] U {eq}

for all e; € CSD(H', s',w/2)
X S+ eH'T
for all ey € T[X]

T+ Tu{(er,e)}
returnZ

Replacing 2" = (W"‘/’z) and using the identity

() (w)

(w’}z)

(n2)+ — + —k
MR (Ta?) | 2R

n—w/2
w/2

)

Hl/
H —_=
r| H
(W,}Z) (WI}Z)Z
o + k7 column operations
(w2) (W)
(w2) — (",)°)



Improved Birthday Decoding — Algorithm

for all ey € CSD(H',0,w/2)
x < etH"T ; TIx] «+ T[x]U {e} o H" o
for all e; € CSD(H',s',w/2) N ; N
X S+ eH'T rI H
for all ey € T[X] (ny (L )2
returnzlf_ Zu{(er, e2)} (]2) ";_/rz + 2:’_/i+, column operations

(wj2) (3

(i) ("75°)

Replacing 2" = (W"‘/’z) and using the identity

() () (wy2)

(wr2) +| 7 + onk o=
VR (TR | 2mR (R

LN

n
Asymptotically, we have (ZLW) -2°%) and we essentially gain a factor 2%/2
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May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

k+¢

UHP = 1




May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

k+¢

&) N

N [ ' 00 = ThTk—iN TkriN
umber of iterations - (n_k—e) (k+e) UHP — 1

w—p )\ p




May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

k+7
n 1
Number of iterations N, = #"V)W UHP — \1
("wp ) (50)
(] o 'y
lteration cost PR
n—k—1¢
(0 IR s B (979

K+t
K=n(n—k—10)+ (p—}_Z) + (k+g_p/2) o0 (k+£—p/2)
p/2 p/2



May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

k+¢

n 1

Number of iterations N, = #"V)W UHP — \1
("wip) (%)
l 0 br
Iteration cost P
n—k—1¢
(k+£) (k+£) (k-/i-zf)
B p p P

K =nn—k=7)+ 3&;3/2) + (k+£72p/2) + ol (k+£72p/2)

P P

First two terms can be neglected (to be checked a posteriori)



May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

n
Number of iterations N, = (r7_k_(e'/3)(k+e) UHP =
w—p /\ p
¢
(k+€) (k+é> (k+25)
lterati t — P P P/
eration cos (k+£72p/2) T 50 (k+ﬁ7£/2) n—k—=v

k+¢




May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

k+¢

N (w) !
N f = 4
umber of iterations N (nv_vﬁ,:_f) (k;—@) UHP — \1
4 0
(k—M) (k—i—é) (k—l-zf) J
lteration cost K = ——P -~ + ~-F 2k Pa—
(k+f;/2p/2) 2f (k+f;/:§/2) n—k—¢

orkiacion s A ) 1 1 (52)
orkfactor is No - K = (nfkfé) (k—i—Z—P/Z) i ?W
w—p p/2 p/2

minimal when the two terms are equal, i.e. 2¢ = (’;726)



May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding

k+¢
o (w) 1
Number of iterations N, = W UHP — \1
w—p J\ p
14 0
(k+€) (k—l—é) (k+215) br
lterati t — P p P/ Pa—
eration cos (k+£72p/2) T 50 (k+ﬁ7£/2) n—k—=v
WFyr = min (w) with £ = log, (“*%)
P (D (P e



May, Meurer, and Thomae Algorithm

ldea: Dumer Algorithm with the improved birthday decoding Py
n 1
Number of iterations N, = #"V)W kP — \1
("o ) (557)
14 0
(k+€) (k—i—é) (k+25) t r
lteration cost K = ——P -~ + ~-F 2k Pa—
(k+f;/2p/2) 2f (k+ﬁ/:§/2) n—k—¢
WFywt = min () ith ¢ = log, (¥1*
MMT = MIN 250 (kri—pyzy W £ =102 (p/Z)
( w—p )( p/2 )

Asymptotic gain ~ 2P/2 compared with Dumer’s algorithm
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