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Decoding One Out of Many (DOOM)

N-Syndrome Decoding

Instance: S ⊂ {0,1}n−k , |S| = N, H ∈ {0,1}(n−k)×n, an integer w > 0
Answer: e ∈ {0,1}n such that eHT ∈ S and wt(e) ≤ w

We will denote CSDN(H,S,w) the set of all solutions to the above problem

As for CSD1, we will consider solvable instances

Meaning that S ⊂ {eHT | wt(e) = w}

Improvement:
• we get the N solutions at the expense of a factor ≈

√
N

• or we get one solution with a gain of a factor ≈
√

N
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Birthday Decoding With Multiple Instances

H =

n1 -� n2 -�

H1 H2

n = n1 + n2, w = w1 + w2

Solve CSDN(H,S,w) with birthday decoding

Let
{
L1 = {e1HT

1 | wt(e1) = w1}
L2 = {s + e2HT

2 | s ∈ S,wt(e2) = w2}

We choose w1 and w2 such that

w1

n1
=

w2

n2
and |L1| =

(
n1

w1

)
= |L2| = N

(
n2

w2

)

Claim: If N ≤
(n

w

)
, we obtain all solutions of CSDN(H,S,w)

for a cost
√

N
(n

w

)
+

N
(n

w

)
2n−k (up to a polynomial factor)
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DOOM-ISD

6
?
`

w − p p
H ′

H ′′
1

1
0

@@

Solve CSDN(H,S,w) when S ⊂ {eHT | wt(e) = w} with Dumer Algorithm

The problem has N solutions and we only want one

A specific solution requires N∞ =

(n
w

)(n−k−`
w−p

)(k+`
p

) iterations

For one solution only, we expect N1 = N∞/N iterations as long as N ≤ N∞

Iteration cost: K =
√

N
(k+`

p

)
+

N
(k+`

p

)
2`

as long as N ≤
(k+`

p

)
→ WFDOOM = min

0≤p≤w

(n
w

)(n−k−`
w−p

)√
N
(k+`

p

) with ` = log2

√
N
(k+`

p

)

→ gain of a factor ≈
√

N as long as N ≤ min
(
N∞,

(k+`
p

))
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DOOM-GBA
A gain is also possible with an Order 2 GBA Decoding when N = |S| =

(n/3
w/3

)

H =

n/3 -�

H1

n/3 -�

H2

n/3 -�

H3

Li ⊂ {eiHT
i | wt(ei) = w/3}, i ∈ {1,2,3} and L4 = S

From xi ∈ Li , i ∈ {1,2,3,4} such that x1 + x2 + x3 + x4 = 0 we obtain

e1HT
1 + e2HT

2 + e3HT
3 + s = 0, s ∈ S

and we have e = (e1,e2,e3) ∈ CSDN(H,S,w)

Workfactor is
(n/3

w/3

)
≈ 3
√(n

w

)
up to a polynomial factor

To be compared with
√(n

w

)
with the birthday decoding, gaining a factor ≈

√
N
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3. Message Attack (ISD)
1. From Generic Decoding to Syndrome Decoding
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Code-Based Cryptography

1. Error-Correcting Codes and Cryptography
2. McEliece Cryptosystem
3. Message Attacks (ISD)
4. Key Attacks
5. Other Cryptographic Constructions Relying on Coding Theory
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