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New codes from the GRS codes

1. Main disadvantage of GRS codes:

Consider GRSy (a, b) of length n, then N < @

2. New codes from GRS: How to construct codes over small alphabets with
the same features as GRS codes?
e Construct a GRS over a large extension of F
e Cnew = GRSNF
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Alternant codes

= a=(ay,...,an) € Fgn with a; # g; forall i # j = support
2> b=(by,....bn) € Fgm with b; # 0 for all /. = column multipliers

Alternant codes

Alt.(a,b) = (GRS,(a, b)) N T,




Alternant codes - Parameters
Proposition

Alt,(a,b) is an [n, k, d], code with

k>n—mr and d>r+1

Proof:
Recall that

GRS,(a,b)* = GRS, «(a,c)
——————
[n,n—r,r+1]gm code
Hence, Alt,(a, b) can be defined by:

r parity check equations over Fgm

mr parity check equations over I } = dim (Alt,(a,b)) = n— mr

Moreover, the minimum distance of Alt.(a,b) is at least the minimum distance of
GRS,_«(a,c) since Alt,(a,b) C GRS, _«(a,c)
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Decoding Alternant codes
Alt.(a,b) C GRS, ((a,c)

Efficient decoding
algorithms which correct
upto t = | %]

We have an efficient decoding algorithm for Alt,(a, b)
which corrects up to |95 | = | 5]
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Goppa Codes
> L= (o1,...,an) € Fgm with o # o for all i # j = support
= g(X) € Fgm[X] monic polynomial with

deg(g) =t and g(o;)#0,Yi = generator polynomial

[ (L,g) = Alty(a,b) = (GRS;(a, b)) N,

witha:Landb;:ﬁ

Proposition: Alternative definition of Goppa codes

G
X—aj

cel(Lg) «— Fx’c(X):i =0 mod g(X)
j=1




Alternative Definition of Goppa Codes

T p Tt “:
' cel(Lg) < Y cpyj=0 forj=1,. t-1 1
3 i—1 '
« With p; ; such that pi(X) = pio +pi1 X+ ...+ p,-7t_1Xf—1 = ” mod g(X)

. — i '

--------------------------------------------------------------------



Alternative Definition of Goppa Codes

n
cel(Lg) < Y cpyj=0 forj=1,. t-1
i=1
. 1
with p; ; such that p;(X) = pio +pit X +... + pit 1 X1 = X o mod g(X)
—
Thus

Pio - Pno
H = oo € FL*" is a parity-check matrix for I'(L, g)

--------------------------------------------------------------------



Alternative Definition of Goppa Codes

------------------------------------------------------------------- -

n
cel(lLg) < ) cpy=0 forj=1,..., t—1
i—1

--------------------------------------------------------------------

We claim that

pi(X) = _Wg(ai)_1 mod g(X)

1. 9(X) — 9(qa;) has o; as zero. So g(X) — g(«;) is divisible by X — «;

2. pi(X)(X —ag) = = (9(X) — g(e))) 9(ey) " =1 = g(X)g(ej)~' =1 mod g(X)



Alternative Definition of Goppa Codes

Letg(X)=go+ g1 X +...+ g X!

p0) = ~EE=I g mod g(x)

Result from the previous slide Q/



Alternative Definition of Goppa Codes

Let g(X) =go+ g1 X + ...+ g X!

—1

t
S g Xk g(as)=1 mod g(X)

J=1 /

—.

pi(X)

Il
=}

X —o | X-o
X' 4 Xi24 o




Alternative Definition of Goppa Codes

Let g(X) = go + g1 X + ... + g X'

t—1

t .
pX) = > | Y g,-o/,-”g(aw) X' mod g(X)

=0 \j=I+1

Rearrange the terms Q~—/



Alternative Definition of Goppa Codes
Let g(X) = go + g1 X + ... + g X'

- t ,
piX) = > (Z g,-o/,-”g(ai)‘) X' mod g(X)

=0 \j=/+1

Thus we have the following expressions for p; ;:

po = —(G1+G0i+...+ gl )gla;)1
pir = —(G2+gsqi+...+ gl ?)g(a;) 1

Pit—1 = —gi9(a;)”"



Alternative Definition of Goppa Codes

Let g(X) = go + g1 X + ... + g X'

=0

t—1 t .
piX) = > (Z g,-o/,-”g(aiﬂ) X' mod g(X)

j=I+1

We find that H = CAB with

0 0 0 s —0Op
C= 0 0 —0t ... —03
0 -9 —-9t1 - -0
-9t —9t1 —Gt2 - —Gi
1 e »
o1 o 9(n)
A= ) ) : and B=
a€—1 . 04;4 0



Alternative Definition of Goppa Codes

Since C is invertible

is another parity check matrix for I'(L, g)
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> L=(o1,...,ap) € Fon with o # aj forall i # j
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Binary Goppa Codes

= L=(o1,...,ap) € Fon with o # ajforall i #j = support
= g(X) € Fam[X] monic separable polynomial with

deg(g)=t and g(«aj) #0,Vi = generator polynomial

Proposition
The binary Goppa code I'(L, g) has minimum distance d with d > 2f + 1




Binary Goppa Codes

Proposition

Let g be a square free Goppa polynomial with coefficients in Fom. Then,

r(L,g) =T(L g%

Proof:

1. Since g(X) divides g?(X) we have that (L, g?) C (L, g)

n
2. Letc € (L, g)and define f(X) = [T (X — o))

I
(X) - n ]
f(X) =
S/ince f(X) and g(X) has no common factors then g(X) divides
' (X).

Moreover, in F,m every derivative only have terms with binary
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Itis easy to check that =0 mod g(X)

X — o

exponents, i.e.

(X) fo + BX2 4 oo 4 XY
= (hy + M X + hyX")?

= (h(X))? with B = f; and 2u < deg(’ (X))

Thus g(X) divides (h(X))?, but since g(X) is square free, we

h/ave that g(X) divides h(X) or, equivalently, gZ(X) divides
' (X).

And we can conclude that ¢ € (L, g°).



Binary Goppa Codes

Let g be a square free Goppa polynomial with coefficients in Fom. Then,

1
Alt, (L, ——
g 9(ai)

) :r(Lv g) - r(L7 g2) - A1t2r(L7

1

92(041'))

Proof:

1. Since g(X) divides gZ(X) we have that (L, g2) Cr(Lyg)

o B

2. Letc € (L, g)and define f(X) = [ (X — «;)%

i=1

(X n ¢
It is easy to check that X _ S
f(X) = X — o
Since f(X) and g(X) has no common factors then g(X) divides
(X).
Moreover, in F,m every derivative only have terms with binary
10

=0 mod g(X)

exponents, i.e.
X)) = fo+hXP4+ ot hyx?
= (hy+ M X+ hyXY)?
= (h(X)) with h? = f; and 2u < deg(f' (X))
Thus g(X) divides (h(X))z, but since g(X) is square free, we
h,ave that g(X) divides h(X) or, equivalently, gZ(X) divides
' (X).

And we can conclude that ¢ € T(L, g°).




Binary Goppa Codes

Proposition

Let g be a square free Goppa polynomial with coefficients in Fom.
Then, the binary Goppa code I'(L, g) has minimum distance d with d > 2f + 1

Proof:
This Proposition is a consequence of the previous result:

r(L,g)=r(Lg°

e The lower bound on the dimension uses that g(X) has degree r

e The lower bound on the minimum distance uses that g?(X) has degree 2r
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