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Minimum Distance Decoding (MDD)

o&@
k &’(@*&@f
Message @, Noise _|Received vector
m € F& ! o \+ ecF] | y=mG+e
— ° n 74 - > 4 = >
Instances:

- A matrix G € F§*" (generator matrix for C)
= Areceived vector y € Fg

Output:
(Search - MDD): Find [m € F§ to minimize

di(y. mG)
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Lety be
the received word

cn |——du(cn,y)

with N = g¥

First idea: Brute Force

Compute the Hamming distance of the received word with all codewords.

1. Enumerate all codewords of C.
2. If y is the received word.
Compute the Hamming distance dy(c,y) , Ve € C
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Return: ¢, such that

' diz(cj, y) is minimized

The complexity is © (nqk)

First idea: Brute Force

Compute the Hamming distance of the received word with all codewords.

1. Enumerate all codewords of C.

2. If y is the received word.

Compute the Hamming distance dy(c,y) , Ve € C
3. Return the codeword that minimizes dy
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Syndrome

Let C be an [n, k] code with parity check matrix H

ccC — Hec' =0

Syndrome of a vector

The syndrome of a vector x < g is the vector S(x) = HxT e Fg*"

( sent codeword

/->Y=c+e<-\

received word error vector

Hy =H(ec +e) =He +He =He'
——
=0
4
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Suppose we want to correct all patterns of < t errors

1. Precompute the syndrome correspondingto 0,1,... ¢
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Syndrome Decoding - Lookup table
8(61) = S1
S(eg) = 82

Lety be

the received word If S = S(y), Return: y —e,

S(eN) = SN
Suppose we want to correct all patterns of < t errors

1. Precompute the syndrome correspondingto 0,1,... ¢
Number of Syndromes to pre-compute and store:

n n n n
(0> +(q—1)<1> +(q—1)2<2> +...+(q—1)’<t>

2. Compute the Syndrome of the received word S(y)
= If there exists e € Fg with wy(e) <t: S(e) = S(y) = Return:y —e
= Otherwise, = Return: FAILURE

&
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Gilbert-Varshamov bound

a2 (n—1
Z(q_ 1)’( ; > <q"™ % — Existsan [n, k, d]q code

i=0

Proof: \

every d — 1 columns of H

(n—Kk)xn ; i ;
Let H € Fy be a parity check matrix of C | are Linear independent

We construct by induction the columns hy, ..., h, € F7~% of H.
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We choose:
o Nye F~* any nonzero vector

° hg € IE‘Z*" any vector that is NOT a multiple of h1
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Let j < n. Exists hj+1 with the above property if:

S (a1 |< | oo

i=0

E Total number of vectors
] in IFg but one

-\3|

E of {hy,....h



Proof (Part Il)

We choose:
o Nye F~* any nonzero vector

° hg € IE‘Z*" any vector that is NOT a multiple of h1
e .

o [1j € F3 ¥ any vector that is NOT a LC of < (d —2) of {hy,..., hi_1}
Let j < n. Exists hj+1 with the above property if:

diz(”‘.1)<q—1)’ < | gk

i=0

Total number of vectors

Number of LC of < .
) in IFg but one

: (
: of {hi,..., h;}



Gilbert Varshamov distance

Gilbert-Varshamov (GV) distance

The GV distance of an [n, k], code is the maximal integer a, such that:

-1 /. _
> ()@ =a

i=0




Distinct codewords in C
of weight exactly w



 Au(C)
:_-_-T....:

Distinct codewords in
of weight exactly w

In a binary random code: E[A,,(C)] =
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Distinct codewords in C
of weight exactly w

(mer ()

In a binary random code: E[A,,(C)] = on  onk

In average:
n
Exists ¢ € C with wy(c) =w < <W> > 2n—k

w is closed to
the GV distance
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The Syndrome Decoding (SD) problem
The Syndrome Decoding (SD) problem

Input:
- Amatrix H € F{" %"
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The Syndrome Decoding (SD) problem
The Syndrome Decoding (SD) problem

| e |
X Input:
- Amatrix H e Fy"/0%"
n-k H = Asyndrome s € Fj

=> Aweight w € Z

A
L 2



The Syndrome Decoding (SD) problem
The Syndrome Decoding (SD) problem

Output
(Decision): Does e € 5 of wy(e) < w such that eH” = s exists? NP-complete

@ E. R. Berlekamp, R. J. McEliece and H. C. A. van Tilborg. @ A. Barg.

On the Inherent Intractability of Certain Coding Problems. Complexity Issues in Coding Theory.
IEEE Trans. Inf. Theory. Vol. 24, pp. 384-386, 1978. Chapter 7, in Handbock of Coding Theory, 1998.
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The Syndrome Decoding (SD) problem
The Syndrome Decoding (SD) problem

Output
(Decision): Does e € FJ of wy(e) < w such that eH” = s exists? NP-complete
(Computational): Find e € F} of wy(e) < w such thateH” =s NP-difficult
@ E. R. Berlekamp, R. J. McEliece and H. C. A. van Tilborg. @ A. Barg.

On the Inherent Intractability of Certain Coding Problems. Complexity Issues in Coding Theory.

IEEE Trans. Inf. Theory. Vol. 24, pp. 384-386, 1978. Chapter 7, in Handbock of Coding Theory, 1998.

I e |

X Input:

- Amatrix H € F{" %"
= Asyndrome s € Fj
=> Aweight w € Z

n—k H =

A
S
L 2



General Decoding
Input:

= A parity-check matrix H € FY"¥)*"

= A received vector y € F3~ X
=> Aweightw e Z

Find e € 5 of wy(e) < w such that
eH =yH" =s




General Decoding
Input:

=» A parity-check matrix H € F(Z”*k)x” =» A generator matrix G € FSX”

= A received vector y € Fj
=> Aweightw e Z

Find e € FJ of wy(e) < w such that Find m € F5 such that

eH" =yH =s wh(y — mG) < w
X
Y - m] G k=€ 1]
nkI H = < 2l > <€ T > (n—)
—7F




Computational Analysis of Syndrome Decoding

cost (log) of ISD

Binary codes .
one solution many solutions

%
&
3

0 dgv n—k w
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Case w = 75X

cost (log) of ISD
Binary codes

1 0

one solution many solutions

0 1

PR R

(Possibly after permuting some columns)

0 dGV n—k w
2
In average:
Exists ¢ € C with wy(c) = w «— () > 2"k

<= w is closed to the GV distance



Trapdoor one-way functions - Decoder

>
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Encoder = Matrix Multiplication ~ LMessage ] _[Codeword |
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ﬁ E. R. Berlekamp, R. J. McEliece and H. C. A. van Tilborg.
On the Inherent Intractability of Certain Coding Problems.
IEEE Trans. Inf. Theory. Vol. 24, pp. 384-386, 1978.

ﬁ A. Barg.

DeCOdIng IS N P_Complete Complexity Issues in Coding Theory.
HA R D Chapter 7, in Handbock of Coding Theory, 1998.
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Trapdoor one-way functions - Decoder

Q}\
Encoder = Matrix Multiplication I Message I :| Cleelale I

ﬁ E. R. Berlekamp, R. J. McEliece and H. C. A. van Tilborg.
On the Inherent Intractability of Certain Coding Problems.
IEEE Trans. Inf. Theory. Vol. 24, pp. 384-386, 1978.

ﬁ A. Barg.

DeCOdIng IS N P_Complete Complexity Issues in Coding Theory.
A R D Chapter 7, in Handbock of Coding Theory, 1998.

|H_
Efficient decoder for certain families of codes
EASY (with TRAPDOOR information)
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